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Abstract—Trajectory-user linking (TUL), whereby a trajectory
is linked to its owner in location-based social networks, is a
fundamental and critical task in spatio-temporal data mining.
It plays a key role in personalized recommendation, anomaly
detection, and semantic trajectory mining. Existing methods
for TUL are either rule-based methods, which link trajecto-
ries and users based on conventional trajectory similarities, or
learning-based methods, which learn a classification model to
map trajectories to their owners. However, rule-based methods
ignore the semantic information in the trajectory sequence, and
learning-based methods require retraining the model each time
a new user is added. In this paper, we propose a Siamese
network-based model for trajectory-user linking (TULSN), which
uses a Siamese network to capture semantic information in the
trajectory, and instead of retraining the model, it requires only
a few labeled trajectories per user to identify the user category
of the trajectory. The experimental results show that the TULSN
outperforms existing baselines and state-of-the-art methods on
real-world datasets.

Index Terms—Siamese Network, Spatio-temporal data, User
identification

I. INTRODUCTION

With the rapid development of mobile computing, satellite
positioning techniques, and location-based service (LBS), an
increasing amount of geo-tagged mobility data is being gen-
erated, including vehicle mobility data, human mobility data,
and animal migration data. Such massive mobility datasets
contain valuable information that can help explore the migra-
tion laws of humans, vehicles, and animals, and analyze the
movement characteristics of weather events such as hurricanes.
Specifically, such data can be used for applications such as
friend recommendations on location-based social networks [1],
location prediction [2], [3], and user interest inference.

Linking trajectories to users who generate them is one of
the key aspects for the development of many applications. For
example, social networks, such as Foursquare and Airbnb,
preserve detailed information about restaurants or shopping
centers that have been sequentially visited by users. Ride-
sharing apps also generate a large amount of trajectories to
keep track of the places their users have been to [4]. Thus,
users generate an increasing amount of mobility data as they
access several online applications. In the task of trajectory
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semantic inference, for a particular user, it is necessary to
combine mobility data under different accounts to form a
sequence of complete mobility trajectory. Furthermore, since
the spatial trajectory is discretized, the recorded mobility data
are a sample of the user’s real trajectory. The quality of
the trajectory data is affected by the sampling rate, position
uncertainty, and preprocessing method. The accuracy of loca-
tion recommendation, which requires the mining of mobility
data, is often affected by the problem of data sparsity. The
accuracy can be improved by combining the mobility data
generated by a single user from different sources. Therefore,
it is particularly important to combine mobility data generated
by a user from different sources.

A fundamental and critical task in spatio-temporal data
mining is trajectory-user linking (TUL) [5]. The methods
used to solve TUL problems can be classified into two types:
rule-based methods and learning-based methods. The former
measures the similarity in the trajectories using an algorithm
such as the longest common sub-sequence (LCSS), dynamic
time warping (DTW), or edit distance on real sequence (EDR).
The latter makes use of an RNN-based approach to obtain the
relationship between the trajectory and user.

However, the current solutions have the following chal-
lenges, which largely limit their performance: (1) Considering
the large number of users, using conventional approaches to
classify the trajectories is inefficient. (2) Rule-based methods
cannot effectively capture the semantic information in the tra-
jectories for modeling. (3) In existing learning-based methods,
the number of users should be specified before the training
process. Once a new user is added, the model needs to be
retrained. In this study, we tackle the above challenges in
identifying and linking the trajectories of users using a novel
Siamese network for trajectory-user linking, termed TULSN.
In the TULSN, we design a Siamese network-based framework
for an efficient TUL by mining the semantic relationships in
the trajectory data. More specifically, we utilize a Siamese
recurrent neural network to convert the spatial-temporal trajec-
tory data into an embedded representation space. The Siamese
network can make the trajectory embedding distance of the
same user as small as possible and the distance of different
users as large as possible via backpropagation. We then
utilize this embedded representation to determine the similarity
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between the trajectories, and apply the k-nearest neighbors
(KNN) algorithm to cluster them into groups. Our model
links the trajectories with the users by modeling the semantic
relationships between unlabeled and labeled trajectories, so
that the identification is possible even when the number of
trajectories is small. Moreover, when a new user category is
added, only a small amount of geotagged data is required for
the TUL.

The following are the main contributions of this study:
• We introduce a novel idea to solve the TUL problem,

i.e., a Siamese network that determines the semantic
relationship between trajectories. This model combines
the advantages of rule-based and learning-based methods,
obtains the embedded representation of the trajectory with
a learning-based process, and classifies the embeddings
into different user categories using the KNN algorithm.
This solution can improve the accuracy and efficiency of
TUL, without having to retrain the model when a new
user category is added.

• We introduce a self-attention mechanism to determine
the importance of each point of interest (POI) in the
sparse spatio-temporal data. We can make the learning
process of the model to focus on the most relevant
POI by assigning different weights to the POIs, thereby
increasing the recognition accuracy.

• We propose a DR-DeepHash-based method to reduce the
dimension of the embedded representation of the mobility
data and to encode it into a string of binary encodings.
These solutions improve the retrieval efficiency of the
user categories of mobility data and reduce storage space.

• We evaluate our approach on two open real-world
datasets. The experimental results demonstrate that the
proposed method exhibits state-of-the-art performance for
the TUL problem in comparison with several existing
methods.

The rest of the paper is organized as follows. We give a brief
overview of related studies in Section 2. Section 3 presents the
definitions of the TUL and trajectory segmentation. Section
4 introduces the architecture and details of the proposed
model. Section 5 reports the results of extensive experiments
conducted on two real-world datasets. Section 6 summarizes
the paper and outlines directions for future work.

II. RELATED WORK

The methods used to solve TUL problems can be divided
into two categories: rule-based methods and learning-based
methods. The rule-based methods try to find the most relevant
trajectory with a known user, and then link the trajectory to
its user. The learning-based methods can build a relationship
between the trajectories and their users and then classify the
unlabeled trajectories into their user categories [4]. The key
step in the rule-based approach is to design and define simi-
larity measures for spatio-temporal trajectories. The distance
between the semantic feature embeddings of the mobility
data can be calculated by defining a distance function, and
the corresponding similar trajectories of the query trajectory

can be determined. Common distance measurement functions
include DTW [6], LCSS [7], EDR [8], and Hausdorff distance
[9]. However, these methods were proposed to measure spatio-
temporal data; they cannot determine the similarity in the
semantic information contained in spatio-temporal data. There-
fore, they cannot be directly used to solve the TUL problem.
Conventional classification models that can be used to deal
with the TUL problem include the KNN [10] and support
vector machine (SVM) [11]. These classifiers first encode
trajectories into vectors, e.g., one-hot vectors [12] or bag-of-
words vectors [13]. Subsequently, they treat different users as
different labels and train classification models using training
data [4]. However, the conventional methods cannot model
the temporal and semantic information contained in spatio-
temporal data. This makes them inefficient when it comes to
solving the TUL problem.

To this end, a TUL [5] method is proposed, wherein an
RNN-based model is used to learn the potential mobility
information in the sparse trajectory data at the check-in level.
To learn richer semantic information, the TLUTE [4] method
has been proposed for TUL; this method takes the spatial,
temporal, and categorical information of the trajectory as input
and learns the mobility patterns of the user and trajectory. The
recently introduced TULAE [14] method uses the variational
AutoEncoder to solve the TUL problem in an semi-supervised
manner and learns the hierarchical semantic information of the
check-ins.

Siamese networks [15]–[17] have been successfully used
in image matching and natural language similarity modeling.
It can encode complex high-dimensional inputs into low-
dimensional embedded expressions, which contain hidden
semantics of the input data. However, this method has not been
effectively applied to model sparse data of human movement.

III. PRELIMINARIES

In the following, we define the TUL and trajectory segmen-
tation.

A. Problem Definition

Let Tui
= {pi1, pi2, · · · , pin} represent a trajectory gener-

ated by a user ui during a time interval, where pij(j ∈ [1, n])
is the check-in at time tj for the user ui. For spatio-temporal
mobility data Tk = {p1, p2, · · · , pq}, we determine who
generated it, which is called linked. We consider a set of
users µ = {u1, u2, · · · , un} and an unlinked trajectory dataset
Γ = {T1, T2, · · · , Tq} produced by µ. The solution to the TUL
problem provides a map that links the unlinked trajectories to
the users: Γ 7→ µ. [5]

B. Trajectory Segmentation

For the ease of calculation, we divide the original trajectory
into consecutive sub-trajectories (e.g., in days or months), each
of which representing one trip. The objective is to investigate
the characteristics of spatio-temporal movement and provide
richer knowledge for semantic trajectory analyses such as sub-
trajectory pattern mining. The main methods for trajectory
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segmentation can be classified into three basic strategies: time
threshold, geometric topology, and trajectory semantics [18].
In this paper, we use a time threshold-based approach. We
divide the original trajectory Tui

into k consecutive sub-
sequences T 1

ui
, · · · , T k

ui
based on time intervals of 6 h [5].

IV. PROPOSED METHOD

In this paper, a TULSN algorithm is proposed to solve the
TUL problem. Figure 1 shows an overview of the TULSN,
which is composed of training and identification processes.
With trajectory segments as input, the training process consists
of three parts: (1) Two sub-networks in the Siamese network
sharing the same weight use the LSTM to obtain the semantic
representation of the trajectory segment. (2) A self-attention
module is introduced to assign different weights to each
POI. (3) A DR-DeepHash module is proposed to generate
a binary hash code to reduce time and space complexities.
The identification process consists of two parts: (1) using the
Siamese network to obtain the hash embedding expression of
the trajectory segment; (2) using a KNN as the classifier to
identify the user category of the unknown trajectory segment.
In the following, the implementation details of each part are
presented.
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Fig. 1. Overview of TULSN: TULSN first uses semantic similarities between
the trajectories to identify user categories. Top: The Siamese network is used
to embed the trajectory pairs to learn the semantic relationship between the
trajectories. Bottom: The sub-network in the Siamese network is used to
embed the unlabeled trajectory, and the semantic similarity is compared with
the embedded characterization of the labeled trajectory. The KNN is used for
user identification of the trajectory.

A. Siamese Network

A Siamese network has two sub-networks, each of which
encodes a value in a tuple. In this paper, a tuple consists of two
trajectories, which belong to either the same user or different
users. The two sub-networks share the same weights and
the same architecture in the Siamese architecture. Each sub-
network learns from variable-length original trajectory seg-
ments to fixed-length vector space. Specifically, each trajectory
segment (POI vector sequence) is inputted to the sub-network,
and the sub-network updates the hidden state of each unit. The
final representation of the trajectory segment is coded by the

last hidden state of the sub-network. Given a pair of trajectory
segments, the semantic similarity in the trajectory segments is
inferred by determining the similarity in the vector space.

The training samples used to train the Siamese network are
in the form of tuples (x1, x2, y), The label y = 0 indicates
that x1 and x2 are of different types, and y=1 indicates that
x1 and x2 are of the same type. Two inputs x1 and x2 are
received and then converted into vectors v (x1) and v (x2),
respectively, using the LSTM or GRU. During the training
of the Siamese network, the error of backpropagation comes
from the similarity between v (x1) and v (x2) and the degree
of deviation between the predicted similarity and the real label.
During the training process, this will force the sub-network to
capture the semantic differences in the trajectory segments.
The distance D between the two output vectors is calculated
using a certain distance metric, and the loss is calculated using
the D value to train the Siamese network.

B. TULSN with a Self-attention Mechanism

Neural networks with attention mechanisms have achieved
significant results in many natural language processing (NLP)
tasks. In this study, we introduce a self-attention mechanism
[19] into TULSN for a more accurate semantic understanding
of the trajectory segments.

The LSTM model [20] (or GRU [21]) uses the hidden state
of the last layer as the semantic embedded representation of the
trajectory segment. However, this method considers that the
semantic information in the different POIs is equally important
for identifying the user’s category. Moreover, the method
ignores a significant amount of information about the POIs.
Based on this, we utilize the self-attention mechanism to take
all the information of the hidden state H = {H1, H2, · · · , Hn}
as the output, and assign different weights to the different
POIs. For example, different users have different preferences
for different POIs. Here, we suppose that user u has a certain
degree of preference for POI1, POI2, POI3, and POI4, and
that given trajectory segments T1 and T2 are generated by u.
With higher weights assigned to the preferred POIs, the self-
attention mechanism can extract some information from the
trajectories that can best distinguish whether T1 and T2 belong
to the same user. The model is mathematically described as
follows:

Suppose we have a sequence of trajectory segments whose
length is p, then the trajectory segments can be represented as
follows:

T = {POI1, POI2, · · · , POIp} (1)

where POIi is a POI in the trajectory segment, and the
embedded expression of each POI is obtained using the word
embedding method in NLP. We use the bidirectional LSTM
to obtain the long-distance dependence information in the
trajectory sequence:

hLR (t) = LSTMLR (hLR (t− 1) , w (t) , b (t)) (2)

hRL (t) = LSTMRL (hRL (t+ 1) , w (t) , b (t)) (3)
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To obtain more semantic information in the trajectory seg-
ments, hLR (i) and hRL (i) are connected to obtain hi. We
take all hi as the output of the hidden layer:

H = {h1, h2, · · ·hn} (4)

In the self-attention mechanism, all the hidden layers in H are
taken as the input, and the final expression of the trajectory
sequence is calculated using the following formula:

M = tanh (w1H) (5)

α = softmax (w2M) (6)

r = Hα (7)

where w1 is a weight matrix, which can be used to set the
number of POIs related to the trajectory sequence, w2 is the
parameter vector, α is the weight of the different POIs in
the trajectory sequence, and r is the final semantic embedding
vector.

C. DR-DeepHash

We use the TULSN to represent the trajectories as em-
bedded representations by extracting the semantic information
from the trajectories. The challenge that needs to be overcome
in the proposed method is the high time and space complexities
in the semantic similarity retrieval of trajectories. In a TUL
task, it is particularly important to quickly find the trajectory of
the most relevant known user for the unknown user trajectory.
To improve the recognition efficiency of the trajectories, the
DR-DeepHash method is used to reduce the dimension of the
embedded expression and convert the embedded expression
into a binary coding. The objectives of the module are as
follows: (1) The recognition efficiency should be effectively
improved via dimension reduction. (2) The binary coding of
the trajectories with similar semantics should be as close
as possible, and the binary coding of the trajectories whose
semantics are not similar should be kept as far as possible. (3)
Through binary coding, the embedded expression of the tra-
jectory has a smaller storage space, and this method improves
the retrieval efficiency.

Given a trajectory for which the user is unknown, the
objective of our method is to find a mapping relationship and
map the semantic information of the trajectory to the hash
space. To obtain the semantic information of the trajectory,
we use LSTM or GRU to embed the trajectory, use dimen-
sion reduction to reduce the dimensionality of the embedded
expression, and use DeepHash to quantify the embedded
expression, so that the output of the network is a binary coding.
The embedded expression of the trajectory can be described
as follows: b = {0/1}

p

. Next, we discuss the DeepHash
method and DR method used in the training and identification
processes in the TULSN.

1) TULSN with Dimension Reduction: For the dimension
reduction of the embedded expressions of the trajectories, we
use a method similar to the fully connected layer in a CNN
[22], and the recognition efficiency is improved. The principle
of the method is as follows:

ṽui
= vui

wrd + brd (8)

where vui is a high-dimensional semantic feature vector ex-
tracted by the LSTM network, wrd is a weight matrix, and
brd is an offset value. Its role is to map the high-dimensional
semantic feature vector into the low-dimensional space while
ensuring that it still contains rich semantic information.

Assuming a high-dimensional semantic feature vector V =
[v1, v2, v3, · · · vm], we can obtain the semantic expression in
a low-dimensional space via matrix calculation:

W =


w11 w12 · · · w1n

w21 w22 · · · w2n

· · · · · · · · · · · ·
wm1 wm2 · · · wmn


[ṽ1 ṽ2 · · · ṽn] = [v1 v2 v3 · · · vm]∗W +[bv1 bv2 · · · bvn] (9)

where m is the length of the high-dimensional semantic feature
vector, and n is the length of the transformed low-dimensional
feature vector, m > n.

2) TULSN with DSH: To map the embedded representation
of the trajectory into a binary code, the DSH method [23] is
implemented in TULSN to improve the recognition efficiency,
as follows:

In the network training process, the distance between the
embedded expression of the trajectory segments is calculated
using the formula reported in 10.

D (b1, b2) =
‖b1 − b2‖22
‖b1‖22 + ‖b2‖22

(10)

where b1 and b2 are the semantic feature embeddings of two
trajectory segments; the Euclidean distance is used to measure
the distance between the embedded expressions; and in order
to map the distance measure to the label, a normalized process
is used for the distance measure. The label refers to whether
the two trajectory segments belong to the same user.

Next, use the formula given in 11 to calculate the loss in
the distance between the semantic feature embeddings of the
two trajectories and the label.

Γ =
1

2
yD (b1, b2) +

1

2
(1− y)max ((1−D (b1, b2)) , 0)

(11)
When y=0, the two trajectory segments are not similar, and the
loss is 1−D (b1, b2). When y=1, the two trajectory segments
are similar, and the loss is D (b1, b2).

To improve the recognition efficiency of the trajectory
segment and reduce the storage consumption, a regularization
method is used, and the formula is as shown in 12.

R =
α (‖|b1| − 1‖1 + ‖|b2| − 1‖1)

‖b1‖22 + ‖b2‖22
(12)
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where α is the regularization weight.
Finally, the loss function of the network is expressed in

equation 13.
L (b1, b2, y) = Γ +R (13)

D. Training and Identification

When constructing the training dataset, the ratio of the
trajectory pairs of the same user to those of different users
must be 1:1, in order to ensure a data balance between the
positive and negative samples in the dataset. The TULSN
model does not have more preferences for the same user (or
different users). To solve this problem, the original data are
negatively sampled to obtain the training dataset and more
semantic information. Further, we use the KNN to identify
the unlabeled trajectory segments based on the similarity of
the semantics embedded between the trajectory segments,
and compare the unlabeled trajectory segments with a few
trajectory segments that have already been labeled.

V. EXPERIMENTS

We evaluate our proposed model on two real-world datasets.
The experimental setup and parameter settings are rst intro-
duced. We then compare the accuracy and efficiency of the
TULSN with various baselines, and analyze the effects of
different parameters on the experimental results.

A. Experiment setup

1) Dataset: To demonstrate the performance of TULSN,
we conduct extensive experiments on two real-world datasets:
Gowalla and Brightkite [24]. The datasets contain user cat-
egories and check-in trajectories generated by users. We
randomly select 201 users from Gowalla and 92 users from
Brightkite. For each user, we use the time-interval based
approach to partition the original check-in trajectories. Table
I lists the details of the two datasets [5].

TABLE I
DATA DESCRIPTION: U: NUMBER OF USERS; L/UL: NUMBER OF LABELED

AND UNLABELED TRAJECTORIES (NUMBER OF VERIFICATION SETS); C:
NUMBER OF POIS; R: AVERAGE LENGTH OF ORIGINAL TRAJECTORIES; T:

LENGTH RANGE OF SUB-TRAJECTORIES AFTER SEGMENTATION

Dataset U L/UL C R T
Gowalla 201 18,654/2,072 11,846 219 [1,131]

Brightkite 92 17,623/1,958 2,115 471 [1,184]

We split the datasets into two. The first 90% of each user
is selected as the training datasets by taking random samples
from the original datasets, and the remaining 10% is for the
test datasets.

2) Baseline methods: We compare the TULSN model with
several existing baselines, which can be categorized into rule-
based methods and learning-based methods. The rule-based
methods mainly use trajectory similarity metrics, whereas
learning-based methods use trajectory classification techniques
such as machine learning or deep learning. The existing
solutions can be classified as follows:

(1) Rule-based methods include DTW, LCSS, Fréchet dis-
tance [25], and ERP [26]. These employ different similarity
metrics to calculate the distance between two trajectories.

(2) Learning-based methods include linear discriminant
analysis (LDA) [27], SVM, TULER and its variants, and
TULVAE. These methods utilize classification models to learn
the relationship between the trajectories and the corresponding
users.

3) Evaluation Platform: Our method is implemented in
Python 2.7 and TensorFlow 1.4.0. The platform runs on the
Ubuntu 16.04 operating system with an Intel Xeon E5-1620
CPU and TiTan V GPU.

B. Parameter settings

TABLE II
PARAMETER VALUE IN TULSN TRAINING

parameters Model use Optional range
POI embedded dimension 250 100-300
Dropout rate 0.5 0-1
Number of hidden layers 300 250-1000
batch size 128 32-256
Number of LSTM layers 1 >=1
LSTM layer structure BiLSTM BiLSTM,LSTM
Learning rate 0.01(decays with a rate of 0.96) 0.001-0.1

Table II lists the possible range of values of the different
parameters and the values of the parameters used in the
experiment.

C. Metrics

We adopt two metrics to evaluate the performance of our
model, the ACC @ K and macro-F1. Among them, the ACC
is used to evaluate the accuracy of TUL, and the formula is
as follows:

ACC@K =
correctly linked trajectories@K

the number of trajectories

The F1 value is the harmonic mean of the precision (macro-P)
and recall (macro-R). The formula is as follows:

macro− F1 = 2× macro− P ×macro−R
macro− P +macro−R

D. Performance evaluation

1) Experiment 1: Table III and Table IV summarize the
effects of various TUL solutions on the two datasets, re-
spectively, where the best solution is boldfaced. We use the
KNN as a classifier to perform user identification of the
trajectories. Taking the first 90% of each user as the training
datasets, we select some or all of the trajectory datasets in the
training datasets as the labeled sample sets. Given an unlabeled
trajectory, the semantic relationship between the unlabeled and
labeled trajectories in the sample sets is determined, and the
user category of the unlabeled trajectory is judged based on
the user category of the trajectory in the sample sets, i.e., the
category of the trajectory is obtained by one or more labeled
trajectories in which the unlabeled trajectory is semantically
similar in the sample sets. When calculating ACC@1, we set K
in the KNN to 1, i.e., the user category of the labeled trajectory
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whose sample sets is closest to the unlabeled trajectory is the
user category of the unlabeled trajectory. When calculating
ACC@5, we set K in the KNN to 5, obtain the top-five labeled
trajectories of the unlabeled trajectory that are closest in the
sample sets, and determine whether the user category of the
unlabeled trajectory is in the top-five trajectories. If so, it is
considered correct.

TABLE III
PERFORMANCE ON THE GOWALLA DATASET

Method ACC@1 ACC@5 Macro-F1
LDA 38.28 48.37 35.18
SVM 42.26 55.30 35.47
TULER-LSTM 47.13 62.05 37.07
TULER-LSTM-S 43.58 57.13 35.43
Bi-TULER 48.70 66.38 36.56
HTULER-L 43.30 60.90 35.92
TULVAE 49.50 64.39 36.41
TULSN 72.96 89.47 69.00
TULSN-A 75.10 89.97 71.13

TABLE IV
PERFORMANCE ON THE BRIGHTKITE DATASET

Method ACC@1 ACC@5 Macro-F1
LDA 41.50 51.38 40.38
SVM 43.17 60.06 39.59
TULER-LSTM 45.10 63.04 37.18
TULER-LSTM-S 44.19 68.46 39.71
Bi-TULER 44.81 62.92 40.20
HTULER-L 45.16 64.55 39.89
TULVAE 47.98 68.48 45.32
TULSN 64.70 81.76 59.11
TULSN-A 65.49 82.75 60.91

The above experimental results show that the TULSN
consistently outperforms the baselines in terms of the accuracy
on the two datasets. The TULSN with the self-attention
mechanism (TULSN-A) achieves the best results in terms
of ACC@1, ACC@5, and Macro-F1. For example, on the
Gowalla dataset, the TULSN-A method exhibits improvements
of 25.6%, 23.59%, and 34.06% for the ACC@1, ACC@5,
and Macro-F1 metrics, respectively, relative to the TULVAE
method. Similarly, the evaluation results on the Brightkite
dataset demonstrate the superiority of our model. Compared
with the baselines, the advantage of the TULSN is that it uti-
lizes semantic information to measure the similarity between
trajectories, so that the user category can be recognized more
accurately.

The TULSN-A outperforms the TULSN. This is because
in TULSN-A, different weights are assigned to the POIs,
thus ensuring that the model focuses on the most important
semantic information of the trajectories for user category
recognition. Moreover, the model has a higher convergence
rate after introducing the self-attention mechanism.

2) Experiment 2: The TULSN solves the TUL problem by
capturing the semantic relationship between the trajectories.
Therefore, when a new user joins, we only need to obtain a few
labeled trajectories for this user. With this, we can determine
the user corresponding to this trajectory through the semantic
similarity between the trajectories. Moreover, the TULSN
method does not require retraining the new model when a
new user arrives, and the model trained on the trajectory sets
of other users can be used for identifying a new user. This is
because the TULSN identifies the user category based on the
internal semantic similarity between the trajectories, instead of
judging the user category from the relationship between the
trajectory and the user. New users often keep joining in the
real world. If the model is retrained each time, the cost will be
considerable, and when a new user joins, the original method
requires a large amount of labeled data from the user to be
retrained; however, labeled data are difficult to obtain because
of privacy.

TABLE V
USER CATEGORY BETWEEN TRAINING AND VERIFICATION SETS ARE

DIFFERENT

Method ACC@1 ACC@5 Macro-F1
DTW-KNN 26.98 30.88 21.81

Fréchet-KNN 26.74 30.10 21.31
ERP-KNN 27.28 31.08 21.93

LCSS-KNN 29.27 32.27 24.70
TULSN 73.89 89.33 72.06

Table V shows the accuracy of TUL when the user cate-
gories between the training and verification sets are different.
The model is trained using the trajectory data of the other 201
users on the Gowalla dataset as the training set. The latter 10%
of the 201 users in experiment 1 are used as the verification
set to verify the method. Existing RNN-based models cannot
solve this problem. In this experiment, unsupervised methods,
including DTW, Fréchet, ERP, and LCSS, are compared with
the TULSN method. The unsupervised methods identify the
category based on the similarity measure of the trajectories,
whereas the TULSN method identifies the category based on
the semantic similarity in the trajectories. The experimental re-
sults demonstrate the superiority of the TULSN method. Table
V shows that the TULSN method achieves good experimental
results without having to retrain the model when a new user
arrives.

E. Parameter study

In this experiment, we investigate the effects of the K value
in the KNN and the sampling rate of the labeled sample
sets on the performance of the TULSN. The labeled sample
sets contain trajectories of known users. These trajectories
are used to identify the categories of trajectories of unknown
users. In this experiment, the Gowalla dataset is used to study
the related parameters. As shown in Figure 2, the K value
increases, whereas the ACC@1 value decrease. Because of
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the similarity between the users, as the K value increases, it
becomes easier to link the trajectory to a similar user rather
than to the user who generated it. Moreover, the experimental
results show that the value of ACC@1 increases with an
increase in the number of labeled sample sets. When the
proportion of the sample set is 30%, the value of ACC@1
on the verification set is still better than that obtained by
TULVAE.

Fig. 2. Effect of K values of the KNN and the sampling rate of labeled
sample sets on ACC@1

F. Effectiveness study

Although the TULSN achieves better accuracy, its time and
space requirements can still be improved. To this end, we
propose a DR-DeepHash method, which reduces the storage
space and increases the recognition speed by reducing the
dimensionality of the trajectory embedded expression and
converting it into a binary code.

We further verify the efciency of the TULSN and TULSN
with DR-DeepHash on the Gowalla dataset. In the experiment,
we validate using the last 10% of the dataset as the validation
set. The validation dataset contains a total of 2,153 trajec-
tory records. As shown in Figure 3, the TULSN with DR-
DeepHash has a significant reduction in both the time and
space complexities compared to the TULSN. The TULSN re-
quires 177 s to identify the user category in the verification set,
whereas the improved TULSN with DR-DeepHash requires
only 92 s. When using the TULSN, the storage space occupied
by the embedded expression of the sample set is 171 M, and
the storage space when using the improved method is 6.9 M.
Although the recognition speed has been improved, there are
some drawbacks compared to learning-based methods such as
SVM, TULER, and TULVAE.

Fig. 3. Time and space complexities of different methods

VI. CONCLUSIONS

In this paper, we proposed a TULSN model to solve the
TUL problem. Compared with existing methods that use
either the conventional trajectory similarity measures or the
RNN-based classification methods, the TULSN achieves better
performance as it learns the semantic relationships between
trajectories. We incorporated an attention mechanism into the
TULSN in order to focus on the most relevant POIs in the
input data. Furthermore, the time and space complexities of
our solution can be significantly improved by introducing a
binary hash mode in its design.
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